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Abstract. In this study we investigate the role of different features for
the task of native language identification. For this purpose, we compile
a learner corpus based on a subset of the EF Cambridge Open Language
Database - EFCAMDAT [10] developed at the University of Cambridge
in collaboration with EF Education. The features we are taking into con-
sideration include character n-grams, positional token frequencies, part
of speech n-grams, function words, shell nouns and a set of annotated
errors. Last but not least, we examine whether the essays of English
learners that share the same mother tongue can be distinguished based
on their country of origin.

1 Introduction

The concept of interlanguage first proposed by Selinker [27] proved to be essential
in understanding the means through which adults acquire a second language.
The term currently describes the entire linguistic system that emerges when
second language learners - both child and adult - express meaning in the target
language [26]. Interlanguage is usually regarded as a separate linguistic system
that is different from the target language (TL) and the learner’s mother tongue.

The main objective of native language identification (NLI) resides in the
analysis and classification of texts that belong to specific groups of learners.
Although the classes are usually determined by learners’ mother tongues, in our
study we label the documents based on the country from which the learners
originate. This being the case, we pretermit the different dialects or minority
languages that are spoken within a country.

Our study is focused on English texts belonging to learners originating from
different geographic regions. Relying upon the existing psycholinguistic studies
on the phenomenon of interlanguage, we first investigate and analyze the features
that can be used for automatic text classification. In addition to the standard
features used in literature [29, 32], we further suggest the use of shell nouns [25]
as interlanguage markers. In our first set of experiments we train a classifier to
identify the country of origin corresponding to each text. The results obtained,
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further confirm previous NLI studies [16, 29, 31] and methodologies to auto-
matically detect the native language of an individual based on his writing. In
addition, in the later sets of experiments we construct a classifier to distinguish
between English texts of learners sharing a similar or identical mother tongue
but whose countries of birth are different. For example, learners from Spain and
learners from Argentina may share the same native language (Spanish) but their
linguistic backgrounds are different - cultural and social norms and possibly dis-
tinct curricula of learning English can contribute to the way learners acquire
English.

We define the linguistic background of a learner as the entire set of linguistic
input he was subjected to so far. The linguistic input can consist of previous
languages learned (others than English, including the mother tongue), previous
methodologies and curricula followed in order to acquire those languages and all
the possible interactions the learner might have had with native English speakers
or in native English communities. What is more, political and cultural factors
can also act upon the linguistic background.

We hypothesize the existence of a thinner line of delimitation between dif-
ferent speakers of the same native language (such as Spanish for Colombia and
Spain or German for Austria and Germany). In comparison, learners having dif-
ferent native languages (Korean and Japanese or Telugu and Hindi), belonging
to related linguistic backgrounds are likely to go through similar developmental
processes when acquiring a foreign language.

2 Previous work

One of the first multi-class native language identification studies [17] was con-
ducted on the International Corpus of Learner English (ICLE) [11]. The different
distribution and diversity of topics proved to be a disadvantage when evaluating
cross-validated results [1]. TOEFL-11 is a learner corpus used for the 2013 NLI
shared task [29], generally regarded as a better choice, the topics being similar
and uniformly distributed across different learners. As Jarvis et al. [13] point out,
the corpus lacks a uniform distribution of proficiency levels (low, medium, high)
per native language, for example, only 1.4% of the texts coming from native
German students are low proficiency texts.

A broad set of features and machine English teaching methods have been
tested for the native language detection task [29, 30, 31]. Jarvis et al. [13] exper-
iment with an L2-regularized L2-loss support vector machine [8] in combination
with a mix of word n-grams, POS n-grams and lemma n-grams. In total they
used around four hundred thousand features to achieve the best classification
results for the NLI shared task [29]. Another approach that proved to output
good results is based on a large spectrum of character n-grams. Ionescu et al. [12]
combine a kernel machine with character n-grams to efficiently compute simi-
larities when the space of features grows exponentially. Other high performance
systems in the shared task [29] also used large numbers of character n-grams
for classification. In cases like this, the features can cover topic related aspects
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or even particular named entities (learners from Germany referring to German
language, names or locations) and greatly outnumber the training/testing ex-
amples. Therefore, the results are usually difficult to interpret in terms of the
psycholinguistic processes that shape the interlanguage of a learner.

3 Corpora

The corpus used in our study is based on a subset from the EF Cambridge
Open Language Database - EFCAMDAT [10] developed at the University of
Cambridge in collaboration with EF Education. The corpus consists from texts
of various proficiency levels, submitted at Englishtown, the online school of EF
Education [7].

The size of our extracted corpus has a total 18 million tokens and has essays
collected from learners of 29 different countries: Argentina, Austria, Belgium,
Brazil, Chile, People’s Republic of China (PRC), Republic of China (Taiwan),
Colombia, Costa Rica, Egypt, France, Germany, Indonesia, Italy, Japan, Kuwait,
Mexico, Peru, Portugal, Russia, Saudi Arabia, South Korea, Spain, Switzerland,
Thailand, Turkey, Ukraine, United Arab Emirates and Venezuela.

Out of the entire set of extracted texts, we have compiled the following
corpora :

B13: learner texts from every unit in each level from one to six
– thirteen different countries: Brazil, Turkey, Italy, Mexico, People’s Re-
public of China (PRC), France, Germany, Saudi Arabia, Colombia, Japan,
Taiwan, Russia, South Korea
– for each country the sentences are merged and split into chunks of 1000
tokens
– each class is represented by the same number of chunks
– the total size of the corpus is approximately two million tokens

LB Lang: groups of corpora to study the linguistic background hypothesis
– level one to six texts grouped from English learners that share similar
mother tongues
– for each country the sentences are merged and split into chunks of 500
tokens
– each class is represented by the same number of chunks
– the term “Lang” is used to describe the native language
– (Table 1) contains the size and countries included for each language

For each level we have selected only learners who completed every unit to
ensure as much as possible a uniform spread of topic and proficiency. The units
found in level one are fairly basic and cover topics like greetings, family, jobs,
describing people, food and drinks, etc. We could not control for a uniform
distribution of levels across the documents from each country and we assume
that a certain bias may have been introduced.

Among these topics, learners are required to describe facts about their place
of birth which can reveal the first language of the learner.
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Table 1: The corpora used to investigate the linguistic background hypothesis

Corpus Countries Total nr. of tokens

LB Ar
Egypt, Kuwait, Saudi Arabia,
United Arab Emirates (UAE)

174,000

LB Ch1
People’s Republic of China (PRC),
Taiwan

1,000,000

LB Ch2 Hong Kong (HK), PRC, Taiwan 132,000

LB Ge Austria, Germany, Switzerland 102,000

LB RuUk Russia, Ukraine 66,000

LB Sp
Argentina, Colombia, Costa Rica,
Mexico, Peru, Spain, Venezuela

199,500

We used the Stanford named entity recognition (NER) tool [9] trained on
the CoNLL 2003 shared task data [24] to remove locations, person names, orga-
nizations and misc entities found in the texts. Moreover, we removed language
names that were not identified by the NER system to avoid having biased clas-
sifications when using character n-grams. If a speaker claims to know Italian,
then it’s more likely for him to have a European mother tongue.

The corpus also comes with manual annotations of errors [10] together with
the corrected alternatives. The most common type of errors encountered are the
misuse of punctuation, capitalization and spelling errors. In total, there are 23
types of annotated errors [10], the least common are expressions of idioms, the
use of possessive and the use of singular.

Each sub-corpus is extracted for distinct experiments, apart from this, it con-
tains similar error annotations which allows us to have results consistent across
various experiments. The extracted, pre-processed corpus is freely available at
request from the author.

4 Features of interlanguage

Chomsky [2] traces the starting point of language learning to a simple, basic
(universal) grammar to which all language users have access. Strong similarities
were observed between the sequential process of acquiring a mother tongue and
a second language: pidgin, baby talk, simplified registers [21]. There is also an im-
portant distinction between the two learning processes: children always succeed
in completely acquiring their native language, but adults only very rarely suc-
ceed in completely acquiring a second language [28]. The notion of fossilization
as defined by Selinker and Rutherford [26] designates the permanent cessation
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of TL learning before the learner has attained the TL norms at all levels of
linguistic structure.

Furthermore, the speed of learning a second language is highly correlated
with the mother tongue [3]. The shared grammatical similarities between NL and
TL can facilitate or impede the learning process. A so called positive language
transfer phenomenon can intervene, facilitating a more rapid discovery of mother
tongue-like features in the target language. A negative language transfer can also
occur when a learner wrongly applies already acquired grammatical rules from
his native language to express meanings in the TL. Language transfer is a key
phenomenon that shapes the form of interlanguage.

In order to acquire a second language, Selinker [27] hypothesized that adults
make use of a latent psychological structure, i.e. an already formulated arrange-
ment in the brain, which is activated whenever an adult or child tries to produce
meaning in the TL. The psycholinguistic processes of this structure together
with brief examples are further provided:

native language transfer NL-specific syntactic structures com-
bined with target language words

overgeneralization / simplification learners have the tendency to exten-
sively use already acquired TL rules; for
example, the use of past tense marker
“-ed” for all verbs

transfer of training e.g. fossilization can occur more rapidly
for street learners compared to class-
room learners [33], the former may
successfully communicate to suit their
needs albeit with lexical and syntactic
errors

strategies of communication resorting to more general nouns (“kind
of”, “sort”, “thing”) when the TL word
is not known; the use of anaphoric shell
nouns

strategies of learning particular to learner: use of mnemonics,
associations with cognates

5 Classification approach

5.1 Classification features

For classifying documents, we experiment with different features to cover every
psycholinguistic aspect of interlanguage.

POS n-grams: part of speech bigrams and trigrams
character n-grams: bigrams, trigrams, 4-grams
function words: the closed class of words for English - connectors, determiners,

particles, prepositions, adverbs, etc.
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shell nouns: anaphoric nouns used to encapsulate more complex pieces of in-
formation [14, 25] - “fact”, “thing”, “task”, “goal”, “act”, etc.

errors: manually annotated errors available in the EFCAMDAT corpus [10]

positional token frequencies: tokens appearing on the first two and last three
positions in each sentence [34]

To cover the language transfer phenomenon, we consider function words and
POS n-grams to be good features for two main reasons. (1) These types of
features are (as much as possible) topic independent, unlike character n-grams
or positional tokens. (2) Native language syntactic chunks have a tendency to
transfer and influence the interlanguage. Function words reveal syntactic con-
structs, they are used unconsciously to tie sentences and create meaning. Hence,
they were successfully used in a wide variety of text classification tasks from
authorship attribution and analysis of style [5, 15], gender identification [19] to
translation studies [34]. Münte et al. [22] argue that different brain functions are
used to process the closed class and the open class of words.

POS n-grams are a type of shallow syntactic chunks that can be used as an
indicator of the learner’s coherence [4]. Apart from this, in combination with
function words, POS n-grams can be used to reconstruct the phylogenetic tree
of language similarities from learner texts [23] or to increase the accuracy of
native language identification [13, 31].

Neither of these features are completely topic-independent, for example, liter-
ary and argumentative essays often employ different types of syntactic constructs
that influence the way documents are classified, a fact observed [1] on the ICLE
corpus as well.

Character n-grams have been successfully used for the task of NLI before, ei-
ther in combination with words [13] or as standalone features in a kernel machine
[12]. Widely used [20, 29], character n-grams have the advantage of covering
language transfer and overgeneralization by encompassing both syntactic and
morphologic features. The main drawback relies in the content it covers. Beside
cultural particularities, learners often utter named entities like person names,
organizations or locations which betray their actual native language. The fea-
tures space usually grows to greatly outnumber the training/testing examples,
making a feature selection process difficult, if not impossible.

We also investigate the importance of anaphoric shell nouns for the NLI
task. Schmid [25] provides a list of shell nouns classified by six semantic classes:
circumstantial, linguistic, modal, eventive, factual and mental. These features are
quasi-topic-independent and we use them in combination with function words
to increase the classification accuracy.

Positional frequencies [34] are obtained by counting the number of occur-
rences of tokens on the first, second and the last three positions. They can be
an indicator that learners have certain ways of starting and ending a sentence
(strategies of communication) which might be mother-tongue related.
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5.2 Classifier

In our experiments, we use an L2-regularized L2-loss support vector classification
machine with further parameter selection for C [8]. We adopt the log-entropy
weighting scheme to construct feature vectors from documents. This weighting
method also increased the classification accuracies in previous studies [6, 13].

The log-entropy weighting is frequently encountered in latent semantic index-
ing [18], its purpose is to reduce the importance of high frequency features, and
increase the weight for the ones that are good discriminants between documents.
We compute the entropy for a feature i by the following formula:

gi = 1 +

N∑
j=1

pij log 1 + pij
logN

(1)

where N is the number of documents in the corpus and pij is defined by the
normalized frequency of term i in document j.

To normalize the pij values, we divide by the global frequency in the corpus:

gfi =

N∑
j=1

tfij

in consequence, the value of pij becomes: pij =
tfij
gfi

.

The final weight of a feature is computed by multiplying the entropy with
the log weight:

logentij = gi log(tfij + 1) (2)

6 Results and interpretation

We have conducted multiple 10-fold cross-validation experiments corresponding
to each combination of feature and corpus. The classifier was optimized with
a search for the best parameter C which, in the majority of cases, attains low
optimal values.

We have distinguished between topic sensitive/dependent features like char-
acter n-grams or positional token frequencies and topic independent features
like function words, annotated errors or POS n-grams. (Table 3) contains the
complete results for each set of experiments.

6.1 B13 corpus for native language identification

The B13 set of experiments represents the standard NLI task in which we eval-
uated a 13-class classifier to detect the native language/country of different En-
glish chunks.

On this sub-corpus, we obtained the best overall classification accuracy with
character 4-grams (99.89%), closely followed by character trigrams.
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Table 3: Average accuracy for each combination of feature and corpus. The highlighted
values on each column represent the best scores for topic sensitive and independent
features.

Average accuracy for data set
Feature B13 LB Ar LB Ch1 LB Ch2 LB Ge LB RuUk LB Sp

in
d
ep

en
d
en

t POS bigrams 75.43 67.04 88.10 70.18 76.58 90.22 67.25
POS trigrams 87.20 75.07 92.35 83.01 82.43 97.74 72.25

function words (FW) 86.06 97.42 99.5 94.71 60.48 83.45 95.25
errors (E) 47.52 39.54 98.45 66.03 79.02 88.72 26.0

FW and shell nouns 88.08 96.84 99.4 95.47 60.97 82.70 94.5
FW + E + shell nouns 93.75 97.42 99.85 96.22 74.63 93.23 94.25

d
ep

en
d
en

t positional frequency 97.42 86.24 98.95 89.43 85.85 95.48 78.75
char bigrams 94.47 93.98 98.75 88.3 83.41 93.98 86.25
char trigrams 99.79 97.7 99.9 97.35 90.24 97.74 94.75
char 4-grams 99.89 99.14 99.75 96.6 88.78 97.74 96.25

Among the features that are topic dependent, positional token frequencies
achieved a reasonable accuracy of 97.42% which indicates a correlation between
the nativeness (mother tongues) of individuals and the way they start or end
sentences, i.e. some strategies of communication may be determined by the native
language.

The best topic independent features were a combination of function words,
errors and shell nouns which achieved an average cross-validation accuracy of
(93.75%).

Table 4: Confusion matrix containing the rounded percentages of correctly classified
B13 documents. A combination of function words, annotated errors and shell nouns
were used as classification features.

Brazil Turkey Italy Mexico PRC France Germany S. Arabia Colombia Japan Taiwan Russia S. Korea

Brazil 99 0 0 0 0 0 1 0 0 0 0 0 0
Turkey 1 96 0 2 1 0 0 0 0 0 0 0 0
Italy 0 0 83 1 0 7 1 1 3 2 2 0 1

Mexico 0 0 0 99 1 0 0 0 0 0 0 0 0
PRC 0 0 0 0 100 0 0 0 0 0 0 0 0

France 0 0 13 0 0 70 6 1 2 3 0 3 1
Germany 0 0 2 0 0 3 83 1 0 2 0 4 5
S. Arabia 1 0 0 0 0 0 0 96 0 0 1 3 0
Colombia 0 0 1 0 0 3 1 1 91 2 1 0 0

Japan 1 0 6 0 0 6 5 0 0 63 3 1 15
Taiwan 0 0 1 0 0 0 0 0 0 0 99 0 0
Russia 0 0 2 0 1 0 1 1 1 0 0 94 1

S. Korea 0 0 1 1 0 1 9 1 1 11 1 3 72

We regard the number of misclassified documents as a measure of similarity
between two classes, (Table 4) contains the resulted confusion matrix for the B13
corpus. If native language relatedness can explain the 13% of the French doc-
uments misclassified as Italian, it cannot explain why native Mexican-Spanish
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and Colombian-Spanish do not trigger any confusion at all. Learners from dis-
tinct families of languages (Japanese and Korean, French and German) coming
from related geographic areas/linguistic backgrounds evidence more similarities
through the percentage of classification confusion. Similar confusions were also
observed at the NLI 2013 shared task in which pairs of non-related languages -
Japanese-Korean and Telugu-Hindi [13] exhibit confusion because learners be-
long to related linguistic or cultural backgrounds.

6.2 Linguistic background analysis

We have experimented with texts coming from learners that share the same
mother tongue including variations or dialects (Russian and Ukrainian). The
LB Lang columns reflect the classification accuracy for these sub corpora.

For the different varieties of Arabic spoken in Egypt, Kuwait, United Arab
Emirates (UAE) and Saudi Arabia, we show that the classifier is able to distin-
guish between the English texts of these learners. Function words achieved the
best accuracy for topic independent features (97.42%) whereas errors or shell
nouns did not improve the classification results. Among the topic dependent
features, positional token frequencies obtained the lowest accuracy (lower than
function words), hence, in (Table 5) we render the resulted confusion matrix.

Table 5: Confusion matrix containing the
rounded percentages of correctly classi-
fied L Ar documents using positional to-
ken frequencies.

Egypt Kuwait UAE S. Arabia

Egypt 91 2 6 1
Kuwait 5 82 11 2
UAE 9 6 77 8

S. Arabia 1 0 3 95

Table 6: Confusion matrix containing the
rounded percentages of correctly classified
L Ch2 documents using function words,
errors and shell nouns.

HK Taiwan PRC

HK 90 6 4
Taiwan 1 99 0
PRC 0 0 100

The confusion matrix in (Table 5) shows that a significant amount of learner
English from Egypt was misclassified as United Arab Emirates and vice-versa.
Documents from Kuwait are also frequently confused as being from UAE (11%)
in contrast, Saudi Arabian English can be differentiated from the remaining
texts - 95% correctly classified. Positional token frequencies cover similar types
of starting and ending a sentence, a good classification result could indicate
that the differences do not necessarily emerge due to specific language variations
getting transfered onto English, but rather because of different strategies of
teaching/learning English in these countries.

The LB Ch1 corpus contains one million tokens equally extracted from learn-
ers from People’s Republic of China (PRC) and Taiwan. Standard Chinese (the
Mandarin dialect) is spoken in both countries, with the mention that in People’s
Republic of China at least 13 more major dialects exists specific for different
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provinces. In (Table 3) we can observe that classifying English from Taiwan and
English from PRC can be done with high accuracy values - using only function
words, we get a 99.5% accuracy. Almost every type of feature (including errors)
can act as excellent discriminants. For this particular instance we cannot be sure
whether diverse dialects within PRC transfer to English yielding texts that are
structurally different from the ones coming from Taiwan, or whether distinct
learning methods are being used within the two countries.

The LB Ch2 corpus is smaller including additional documents from English
learners from Hong Kong. (Table 6) renders the confusion matrix which shows
that only 10% of the learner English from Hong Kong is confused as being
from Taiwan or PRC. The overall accuracy for topic dependent features is of
97.35% with character trigrams while function words, errors and shell nouns
used together obtain a 96.22% accuracy.

Table 7: Confusion matrix containing the
rounded percentages of correctly classified
LB Ge documents using POS trigrams.

Switzerland Austria Germany
Switzerland 76 12 12

Austria 7 86 7
Germany 13 1 86

Table 8: First nine feature-selected charac-
ter n-grams sorted by their corresponding
F-score in the LB Ge corpus.

trigram F-score examples
“hi ” 2.25 hi
“pu ” 1.93 punctuation error
“pe ” 0.54 type, hope
“oon” 0.31 soon, afternoon
“ope” 0.29 hope, open, opera
“tab” 0.25 table, vegetables,
“wn ” 0.24 down, brown, town,
“ af” 0.23 after, afternoon
“hit” 0.22 white

Lower accuracy values were obtained for countries in which German vari-
eties are commonly spoken (Austria, Germany and Switzerland) - POS trigrams
achieved 82.43% which is the best accuracy for the topic independent features.
In (Table 7) we can observe the confusion matrix obtained with function words
combined with errors: a significant number of documents are uniformly misclas-
sified to each of the other countries.

Character trigrams - topic dependent features - attain the best overall ac-
curacy value of 90.24%. Naturally, we are interested to observe which character
n-grams increase the accuracy of the classifier. As a result, we investigate the
n-grams with the highest F-score given the feature selection method proposed
by Yi-Wei and Chih-Jen [35]. After extracting the most relevant trigrams for
classification, we search for their occurrences in texts to find the most frequent
examples. As (Table 8) indicates, the most discriminant trigrams cover topic in-
dependent features such as punctuation errors, function words (“soon”, “after”)
and shell nouns (“type”). Yet, these features also cover content related words for
example: “white”, “brown”, “afternoon”, “opera”, “table”, “brown”, etc. Under
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these circumstances, character n-grams do not necessarily reveal only interlan-
guage markers, but also hidden content that is not uniform for different groups
of learners.

Even though Russian and Ukrainian are considered dialects or separate lan-
guages, we investigated whether the classifier can distinguish between English
essays written by natives of these countries. The penultimate column in (Table
4) surprisingly indicates that both topic dependent and independent features
achieve similar classification accuracies (97.74%). As in the case of PRC versus
Taiwan, learners could also be influenced by different varieties of languages spo-
ken across Russia, a fact which can determine separate linguistic backgrounds.

Last but not least, we carried a 7-class classification of texts coming from
different regions of the Spanish-speaking world (LB Sp): Spain, Mexico, Costa
Rica, Peru, Colombia, Venezuela and Argentina. Learner English from these
countries can be classified with a 95.25% accuracy using only the list of function
words while shell nouns or errors slightly decrease the value. (Table 9) contains
the confusion matrix of the classification results using only the function words
which obtained an overall accuracy of 95.25%. Character 4-grams can increase
this accuracy with only 1%.

Table 9: Confusion matrix containing the rounded percentages of correctly classified
LB Sp documents using function words.

Colombia Mexico Peru Argentina Venezuela Costa Rica Spain

Colombia 98 2 0 0 0 0 0
Mexico 0 100 0 0 0 0 0
Peru 0 0 100 0 0 0 0

Argentina 0 0 0 96 2 2 0
Venezuela 0 0 0 4 93 4 0
Costa Rica 0 0 0 9 11 79 2

Spain 0 0 0 0 0 0 100

English texts from Argentina, Colombia, Mexico, Peru and Spain can be
distinguished almost perfectly from the rest while Costa Rica and Venezuela
share the largest amounts of classification confusion using function words (topic
independent features).

These results indicate that students from each country go through similar
stages of learning English and possibly any foreign language. For example, the
learners from Mexico may be influenced by linguistic and political factors (USA
being a neighboring country) so that they achieve good proficiency levels at ear-
lier stages of learning English, compared to students from other countries which
experience less interaction with native English communities. Our investigation
does not account the different grades students had for the Cambridge exami-
nation which, we assume, might also be a factor of influence. Furthermore, the
distributions of different levels across the corpus can also be a factor of influence
and more work is prepared in this direction.
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7 Conclusions

In this paper we provide an analysis of the linguistic features that are suitable
for the task of native language identification. We research our claims on a sub-
set of the EFCAMDAT corpus [10] from which named entities and references to
language names were removed. In addition to the standard classification features
used in literature such as character n-grams, part of speech n-grams, function
words or annotated errors, we further prove that anaphoric shell nouns and
positional token frequencies represent interlanguage markers that contribute to
the overall classification accuracies. Our results also suggest that topic sensi-
tive features tend to obtain the best results across different corpora. However,
we recommend additional care when employing these features since texts may
contain hidden topics that can determine misleading classifications.

Our data includes error annotated documents from different countries in
which the same language is spoken by a majority. Apart from this, the corpus
is compiled from medium-low proficiency English texts that exhibit a significant
amount of errors and interlanguage features, therefore, facilitating the classifi-
cation tasks.

The novelty of our study does not only rely on the experimental analysis
of interlanguage features but also on the investigation of the inner dissimilari-
ties within a group of learners that share the same mother tongue. To explain
the differences that appear between learners with distinct native countries and
similar native languages, we conjecture the existence of a linguistic background
which can be determined by the previous languages learned and possibly cul-
tural and political factors. The linguistic background interacts with the process
of learning, complementary to the learner’s native language.

On one hand, language relatedness can explain the classification confusions
that emerge between similar languages e.g. French and Italian. On the other
hand, this phenomenon cannot explain why Spanish from Mexico and Spanish
from Colombia do not trigger confusion or why learners from distinct families of
languages (Japanese and Korean, French and German, Telugu and Hindi [13])
coming from neighboring geographic areas evidence more similarities through
the percentage of misclassified documents.

We are inclined to believe these similarities fade as the learner proficiency
increases, but the corpus required to investigate this hypothesis is not available
yet and its development is part of our current and future work. Our results
trace the existence of a linguistic background. Nevertheless, a more thorough
investigation would be necessary to fully analyze and understand the roots of
this phenomenon.

Acknowledgments: I would like to address special thanks to Anca Bucur for
her helpful suggestions and support in improving this paper. Needless to say,
any remaining errors are mine alone.
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